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Abstract
Empirical research in certain areas of environmental design and behavioural studies is faced with a credibility dilemma. This is because its area of investigation overlaps with public and professional experience but does not formally or adequately acknowledge this experience in its methodology. As a consequence many research outcomes while evidence based can often be blindingly obvious. An attempt is made here to provide a philosophical framework to avoid this dilemma. This is the empirical constructivist position of Bas van Fraassen coupled with a Bayesian approach to hypothesis testing. It is argued that this framework has theoretical and pragmatic benefits for examining inter relationships between outcomes from quantitative and qualitative methodologies.
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1. Introduction
This paper is about the nature of research in environmental design related disciplines such as urban design and landscape architecture. It is not directed at design based practice research (although it might well have wider relevance there) but rather at the role of science or evidence based research in such practices. The outcomes from such research raise a dilemma which to a greater or lesser degree many of us may face.

A simple and useful definition of research is that it is a process which provides new knowledge or insights. This general definition can be seen as having two consequences. Firstly research findings should either have the capacity to inform or surprise a reader (particularly those working in the relevant field) or the findings should help reduce uncertainty around a controversial topic. If surprise is considered too strong then before a study is carried out there should at the very least be an element of unpredictability about its conclusions. It is also worth recollecting Poppers view [1]. He argued that many statements can be true but can carry very little informational content e.g bland statements such as ‘it will rain’. The extreme case is a necessary truth i.e a tautology which carries no information at all. It is reasonable to assume therefore that the informational content in a research conclusion is in inverse relationship to its likelihood of being made. With this in mind consider the following which are representative of some conclusions from funded research findings in the general environmental area.

A research project on commuter attitudes to transport concludes with a statement that travellers are most annoyed if trains do not run on time, and not running on time will lead to increased passenger stress; or a project in urban design concludes that older people need benches (and toilets) at regular intervals in urban areas if they are to be encouraged to get out and about; or the ‘finding’ that unpleasant and noisy neighbourhood environments will discourage people from going out for a walk.

It is difficult to imagine anyone (whether general reader or specialist) being surprised or unable to anticipate any of these ‘findings’. It’s also difficult to imagine what expectations the funders had when funding the projects (if other than the blindingly obvious) let alone what possible theoretical or controversial issue has been advanced or resolved. It’s not clear therefore what this research based empirical evidence is doing other than opening research in the field to public and professional ridicule.

On the other hand it is important to recognise that the type of research investigation in question does have the potential to inform design. Questioning common sense is a good thing but usually in circumstances where there is a likelihood of difference or uncertainty in opinion. For example an important strand of urban design is about how environments might meet peoples needs, and facilitate greater levels of activity and social contact with consequent health benefits. Environmental design solutions to address quality of life, satisfaction or health are by no means obvious. And again theoretical concepts such as environmental affordance [2] which are of interest in environmental psychology are of undoubted relevance to designers. On the other hand for many general design related behavioural studies no empirical research is needed at all. For these situations
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there are a sufficient number of designers with the appropriate knowledge base and experience to produce good creative solutions and it is an insult to designers to assume otherwise.

One underlying issue here is how we come to know things. There is a longstanding and uneasy alliance between qualitative and quantitative research. At a psychological (if not a methodological) level there appears to be a dichotomy and lack of trust between the two sets of protagonists over the validity of their findings. What’s more, the two methodologies don’t appear to be seen as two alternative and legitimate windows onto the same underlying reality. What is needed therefore is:

a) a way of identifying those empirical consequences of design in need of answers i.e. separating ‘consensus’ and ‘obvious’ professional views from debatable or controversial views, and

b) a move to direct qualitative and quantitative research at the latter.

Perhaps of greater concern is that lurking behind the funding and general political drive towards evidenced based policy (and hence amorphous empirical research) might be outmoded assumptions about environmental determinism. This bedevilled early research in environmental psychology and architectural studies and generated misguided optimistic views about what environmental psychology might offer designers [3]. We also need to remember that while environmental design can have a significant effect on behaviour and wellbeing, the effect in most cases is relatively small in relation to many other factors – e.g. particularly social ones [4].

From a different perspective, the inter-relationship between the quantitative objective and rational and the qualitative subjective and emotional has been the subject of recent research in neuroscience [5]. This has challenged lingering assumptions about the separation of reason and emotion, and the role of left and right hemisphere activity in our thinking. It appears that even in ‘rational decisional situations’ the left rational hemisphere is far from being the dominant partner. On the contrary the right emotional hemisphere would appear to be central to general holistic assessments of what is going on and to the consequent selection or filtering of ‘relevant’ incoming data. The lefts specialty is in language and analysis. However once any analysis is complete it is back to the right hemisphere to take the wider vision for decision or action. McGilchrist [6] has argued that the European emphasis on precise categorical thinking since Plato is distorting our ideas about science, and our notions of objectivity. In particular the dualistic splits where for example nature is seen as a detached object separate from us, reinforces this false notion of the objective and leads to unhelpful distinctions about quality and quantity.

Given the uneasy alliance between the qualitative and quantitative the question arises as to whether there is a theoretical framework which helps reconcile these major methodological differences? And at a detailed level will this framework help produce empirical research which meets appropriate criteria and yet avoids overlapping with the blindingly obvious.

2. Aim

What follows is both theoretical and practical. The conceptual framework to be proposed is a mix of ideas from the philosophy of science – in particular those by Bas van Fraassen [7] and Thomas Bayes. (early 18th century non conformist minister – see (8)). It is hoped to show that the qualitative and quantitative while different in their approach, overlap to a greater degree than is often realised at the inferential and decisional level, and in the believability and degree of acceptance of their conclusions. Three approaches will be made in an attempt to demonstrate this:

a) a view of science will be presented which is less dogmatic and rigid than that commonly assumed to hold. By relaxing misconceived constraints around quantitative measurement it might appear more accessible and relevant to design.

b) an attempt will be made to strengthen the role and robustness of the qualitative through links to the quantitative. For example there are formal methods within psychology which can help clarify to ourselves and others our subjective beliefs in uncertain situations. [9]

c) the notion of Bayesian degrees of belief or acceptance will be introduced as a possible unifying theme behind the two methodologies.

3. Science and reality - the antirealist view of science

The intention in this section is to move towards the antirealist views of science proposed by Bas van Fraassen [7]. However before presenting these views some prior philosophical context, however sketchy, is needed. If we take a realist view of science we believe there is a world out there to be investigated and that science tells us in a literal way about that world through its theories and its findings. For example, if science tells us there are new invisible fundamental particles, then even if we cant see them we believe they are there. However this realist position is an oversimplification of the situation.
has been a longstanding philosophical debate regarding secondary qualities. [10]. For example a widespread assumption is that the colours we see are properties of external objects determined by the environmental context of their surface and the prevailing light. But the colours we see are of course also dependent on the properties of our sensory system. They are anthropocentric. Seeing colours involves the disposition of an object to activate certain neuronal structures of our brain. The structures are just as important as the external surfaces in determining the perceived colours. It would therefore be incorrect to say colours are externally determined. It would also be incorrect to say they are the product of our sensations. Both are needed in an interdependent relationship – an early forerunner to the biological parallel of environmental affordances introduced by J.J.Gibson [11] and now discussed in a landscape context [2].

However well before landscape interest in affordances Kant [12] had made a similar but more radical and startling claim. It is that we can never know the world as it is because we have no direct contact with it. Everything we know is mediated by our mind and its cognitive structures. Kant made an important distinction between the noumena (i.e. properties of the world independent of us) and the phenomena (our knowable experience of the world). So the empirical world which science investigates is not (even in the investigation of matter) independent of us. As a methodology, science comes closest to giving us access to the noumena but our cognitive processes are always at work in our theories and mind generated constructions for interpreting data.

More recently Thomas Kuhn [13] in agreeing with Kant also believed that the world which scientific theories depict is not independent of the intellectual activities of the scientists - it is a phenomenal world. Furthermore scientific revolutions are times when the world doesn’t change but the human contribution to the world changes. Kuhn describes scientific paradigms in which scientists (and professionals) hold sets of assumptions about their working world to get on with day to day life (including doing research). When a new finding occurs which contradicts previous findings it needs accommodating, which leads to a paradigm shift. Now lots of our former beliefs are dropped and new ones take their place. At any point in time there are the two elements - the evidence itself and our constructions about the evidence. For Kuhn there were multiple phenomenal worlds such as that before and after a scientific revolution. He considered this change often so dramatic that theories on either side of the change are in Kuhn’s terms ‘incommensurable’ such that the conceptual structures of one are not simply in conflict but deny other alternatives. In this situation theories are dividing the world up in different ways and are talking about quite different things. The Kuhnian analysis implies that there is a common noumenal world underpinning different phenomenal accounts. The noumenal aspect might on occasions be proportionately small but it’s there. Apparently incompatible accounts might therefore both be correct because they are descriptive of different worlds. Therefore we can retain conflicting content because it doesn’t imply the world itself is in some self contradictory state.

4. The immersive solution
It is a development of these ideas that has been presented by Bas van Fraassen [7] in a seminal and controversial book ‘The scientific Image’. Following Kant and Kuhn he argues for an antirealist position which he describes as ‘constructive empiricism’. His philosophical position has three components.

The first component is semantic. Scientific theories are to be given a literal meaning and understood as a realist would understand them. They are not metaphors or phenomenological representations, they are descriptions of a possible noumenal world.

The second methodological component is immersion. To immerse oneself in a theory is not to believe that it is true but to imaginatively enter into the world of the theory, accepting it as if it were true and working within it. So for example if I was to carry out an experiment on the diffraction of light I would accept the wave theory of light rather than the particle theory of light to which I might switch acceptance for studying the refraction of light. The third component is epistemic and acknowledges the fact that scientists frequently don’t actually believe their best theories. According to van Fraassen scientists should be agnostic towards any theory but at the same time be able to consider it empirically adequate. When two theories are in conflict (as in the wave or particle view of light) my agnosticism allows me to avoid the conflict by focussing on the describable empirical outcomes. This means that in accepting a theory we need believe only part of it – that part which we empirically observe or which might have occurred from the theory. This is the distinction between the antirealist view and the realists who share belief in both the literal semantics and in addition the wider content of the theory.

Within this third epistemic component of acceptance, things become more complicated. This is the area of partial belief in which we believe some but not all the consequences of a theory and remain agnostic about the
rest. There seem to be useful parallels here in the situation of a design studio where it seems crucial for learning that a student be immersed in and accept the form of life of the studio – in other words to use its language and follow its principles – even though the student may be skeptical about their credibility or value. Acceptance doesn’t mean belief. Remember that according to Bas van Fraassen the parts we should believe are the empirical confirmations of claims about observable states. There is a way of expressing our uncertainties and partial beliefs or degrees of acceptance through the work on probability carried out by Thomas Bayes 300 years ago. However before arriving at Bayes there are one or two remarks needed on conventional statistics.

5. Conventional statistics

The criteria for significance in conventional statistics have been established by the statistical community and it would be foolish to question these criteria. Nonetheless the purpose of the criteria was to minimise the possibility of making errors concerning evidence based inferences. It would seem sensible therefore to look at some pragmatic consequences of the criteria for those involved in research in environmental design.

a) The testing of a hypothesis is open to two kinds of error. The first is stating there is a significant finding when there is not (called alpha). The second is saying there is not a significant finding when there is (called beta). In science (which errs on the conservative) alpha is considered a more serious error to make than beta. That’s why the likelihood of alpha (p=0.05) is kept much lower than beta which on statistical power grounds is typically set at p=0.2. (Power=1-beta). The important point is that for any particular empirical set of data, the sum of alpha and beta is constant. So if we make alpha bigger we automatically make beta smaller and vice versa. Now if we move from statistical testing to real world decision making situations we face exactly the same problem – i.e. there are two ways of being wrong. We can say an action is appropriate when it isn’t and say it isn’t when it is. Suppose a drug is introduced as a vaccine against swine flu. Assuming swine flu is a mild ailment we want a drug which is highly effective at curing swine flu (i.e. very significant) with an extremely low chance of side effects – for example a value much less than p=0.01. On the other hand if someone is seriously ill and other medications have already been unsuccessful, then we might try out a drug with a lower chance of success (even one which has not reached significance (i.e. p >0.05) and which may have a significant chance of side effects.

In other words it is the context and the consequences of our actions which determine how we act and follow through decision making on probabilistic evidence. It is worth recalling that when R.A.Fisher [14] recommended a p value at 0.05 it was in response to a request to find the number of trials necessary to confirm a claim a woman had made that she could detect whether milk had been placed first or second in a cup of tea. At the other extreme the physicists working on the Hadron Collider are using a value of p < 0.0001 to establish the existence of Higgs Boson.

b) In determining the statistical criteria for significance or non-significance statisticians have agreed to set alpha at (p=0.05 or p=0.01). However a lot of the environmental data gathered in the environmental design related field (say the impact of greenspace on quality of life or health) hovers around one of these thresholds of significance (p=0.05). A strict application of statistical criteria shows one study just significant at p=0.05; the next just non significant at p=0.05. In this situation there are two ways forward. One way might be to follow Scots law and introduce a middle p value category of ‘not proven’. In other words we would harden the boundaries for significance or non significance and introduce not proven in between. In the context in which we are working this would help stabilise research conclusions. We might then have:

\[
\begin{align*}
\text{if } p &< 0.01 \text{ then significant} \\
\text{if } p &\text{ between 0.01 and 0.1 then not proven} \\
\text{if } p &> 0.1 \text{ then not significant}
\end{align*}
\]

An alternative approach to stabilise findings would be to carry out a meta-analysis across several studies. However within landscape or urban design this research opportunity would seem unlikely mainly because of the small number of replicated studies and the varied situations within which data is gathered. Nonetheless if either of these alternatives had been implemented the context for discussion about the impact of view on recovery from surgery [15] would have benefitted.

c) There is another point which is particularly relevant to applied research. It is often mistakenly assumed that study outcomes with more significant p values have stronger effects than those with less significant p values. For example in the medical field clinicians often assume a result with a p=0.001 has a much greater treatment effect than one where p=0.03. This is true but only when sample sizes are the same. It is not true if the lower p value is associated with a larger sample size. To put this another way, it is possible with a large sample to have a highly
significant p value between groups yet a minimum impact of treatment (i.e. small effect size). Statistical significance is not sufficient in itself - results also need to be clinically meaningful. This same issue occurs in regression and correlation. Even with a sample size around n=140, a significant correlation at p=0.01 occurs when the correlation between two variables is only as high as r=0.2. This actually means that the two variables share 4% of what they are measuring in common. (shared variance is r squared). It also means that 96% of what they measure is unaccounted for. In terms of any practical consequences a significant finding at this level is almost useless. Statistical results need to be contextualised.

Several articles have appeared in recent years questioning an over reliance on p values and calling in particular for attention to effect sizes and confidence intervals as moderators of p values [16] [17]. A recent very interesting and radical departure has been to produce regression software which doesn’t explicitly include p values at all, yet which gives better out of sample predictions [18].

*Foot Note: For those unfamiliar with statistical power calculations the 4 inter-related issues are alpha, power (1-beta ), effect size, and n the number of cases. Knowing any 3 enables us to determine the 4th.

The intention here has been to outline ways in which statistics can become more appropriately tuned to environmental data and the kind of inferences and interventions which environmental designers want to make. It is argued that broadening the context for inference away from specific p values will help stabilise research findings.

6. Bayesian theory

The third epistemic component of Bas van Fraassen’s philosophical position is partial belief, which takes us to Thomas Bayes. Bayesian ideas on probability have been controversial and marginal within statistics until relatively recently. While still controversial in its definition of probability, increased interest in the Bayesian approach has occurred for two different reasons. Firstly a Bayesian inference can apply to an individual case rather than sample statistics. This has been of particular interest in medicine which (like design) involves an individual case i.e the diagnosis of a particular patient. Secondly with the arrival of fast computers statistical parameters can be empirically generated by running thousands of random samples rather than relying on theoretical definitions of the parameters. (An example is the recent addition of the Monte Carlo Markov Chain Hierarchical Bayesian algorithm in the AMOS module of SPSS). However the intention here is to introduce philosophical ideas behind Bayesian inference which lead to notions of partial belief and to clarify controversial and non-controversial applications. It should be emphasised at the start that the use of conventional probabilities (i.e. frequencies of events) within Bayesian formulas is a non controversial way of deriving conditional probabilities.

In introducing the ideas there are some key elements.

a) Bayes suggested that instead of probability being defined in terms of the frequency of occurrence of an event, it should be defined as the degree of belief in the likelihood of an event. Numerically, zero would indicate disbelief, 1.0 would indicate complete belief, and values in between would indicate degrees of partial belief – we might think of 0.5 as genuine agnosticism, an equal likelihood of believing or not believing. This is obviously controversial. Is it acceptable to quantify subjective degrees of belief in this way and what’s more can we combine them using mathematical relationships?

b) When considering the relationship between evidence and belief (particularly in the situation of theory or hypothesis testing) conventional thinking is turned on its head. In conventional statistics we consider the probability of a hypothesis p(H) being true given the evidence (e) – written as p(H/e). (H) is typically (Ho) or the hypothesis of no difference which we seek to overturn. In a Bayesian world we consider the probability of the evidence (e) given the hypothesis (H) – written as p(e/H). This is the inverse of the standard approach.

c) In carrying out any research study we usually begin by reading the literature. This helps formulate and refine our research questions. However when we apply a significance test to our findings in a non Bayesian setting we are confirming or falsifying a null hypothesis as applied to our particular study. The significance test we apply doesn’t depend in any way on what others have found in carrying out a similar study. In fact this isolation or independence is seen as the mark of science - a typical neutral stance towards this particular set of data. However Bayesians believe that in arriving at our conclusion we should take on board ‘a priori’ probabilities which reflect an informed belief about what has gone before. Is our proposed hypothesis highly likely or unlikely to be held or overturned? What is believable before we carry out our study? The a priori probabilities which reflect this wider thinking might come from different sources (e.g - a previous empirical study or a qualitative source.). The findings from our study are
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then mathematically combined with the apriori probabilities to produce the likelihood of different possible conclusions (or likely beliefs) from placing our study in this wider context. If another researcher follows us in carrying out a similar study then the apriori probability for that researcher is not the value we used but the modified value following our research. Our a posteriori probability becomes the new researchers a priori probability, and so on.

d) One interesting feature of the Bayes approach is ‘convergence’. Let us suppose that there is an effect which replicated studies might detect but where the initial apriori probability estimate is wildly inaccurate. This will result in a very inaccurate initial outcome a posteriori probability. However although inaccurate the a posteriori probability will be closer to the true value than the initial apriori estimate. With a surprisingly small number of replicated studies each taking the latest a posteriori value as its input apriori value, the outcome probabilities rapidly converge on an estimate which becomes the best approximation available.

e) Putting the situation more formally: for prior belief Hp, the evidence E can either

i) be neutral to the current view Hp (i.e. prior belief Hp remains the same with or without E) – we might say the evidence is irrelevant to the degree of belief in Hp;

ii) reinforce the current view Hp (i.e. prior belief Hp is increased in probability and therefore degree of belief);

iii) go against the current view Hp (i.e. prior belief Hp is reduced in probability – our degree of belief is less strong).

The advantage of this approach is that research findings are automatically in context. What is considered research could either be findings which reinforce the status quo when this belief is tentatively held, or it could be a shift of belief between possible alternative opinions. This is in contrast to criticisms of a naïve Popperian approach in science – scientists famously did not ditch hypotheses on the grounds of single experiments which falsified them but sensibly waited for evidence to accumulate from several sources [19]. Such scientific practice is in line with a Bayesian approach. Any research project is carried out against a background of similar research. This is, of course, reflected in the literature survey researchers are obliged to write, however in a non Bayesian world it is not reflected in conventional analytical procedures.

Let us now consider a slightly more controversial example. What credibility do we give to the eyewitness report? Most people will conclude from this that if the person correctly identifies 80% of green taxis under lighting conditions prevailing at the time of the accident then the likelihood is the taxi involved in the hit and run was green. However this isn’t the logical conclusion we should draw.

Let us assume we have no eyewitness evidence at all and that the taxis are the same except for body paint and are randomly distributed across the city. In the absence of any evidence the most likely taxi involved in the accident will be a blue one (85% of the time). This baseline (apriori) probability has now to be modified by the available evidence. An application of the Bayesian formula shows that after inclusion of the evidence the likelihood (p value) the taxi was blue is still greater than the likelihood it was green. The error in the eye witness account although small makes this evidence not sufficient to overturn the apriori bias towards a blue taxi.

Many similar applications of the use of screening tests in medicine have shown counter intuitive conclusions to doctors - particularly that failing a screening test (with a low error rate) does not mean the person has a particular pathology (with low prevalence).

The above examples are not controversial because the conclusions result from a Bayesian application of evidence based conditional probabilities. These conclusions represent the best combination of uncertain evidence in indicating the likelihood of different events or outcomes. However when the application is used in situations where some or all the probabilities are subjective then we are on very controversial ground. However the point I wish to make is that the structure which Bayes brings to this subjective data is more beneficial than its absence. Suppose we try to combine some basic subjective beliefs in the Bayesian framework firstly to reinforce the dilemma over the blindingly obvious and secondly to explore some practical examples.

7. Blindingly obvious consequences

The Bayesian view helps us to formally understand the examples in the introduction. For example imagine
that for most professionals in urban design the belief that older people needed benches at regular intervals in urban areas would be held with almost complete certainty. As a design option benches would be installed (unless other practicalities prevented it) with almost automatic regularity and little thought because its an obvious thing to do. From a Bayesian perspective this is a situation where the apriori probability (the conventional degree of belief in the value of benches) is already extremely high (say beyond p=0.8) before anyone carries out any research. As a consequence, while the empirical findings might shift this probability either way (e.g. say a likely increase to an a posteriori probability of p=0.9 or to a less likely decrease to a probability of p=0.7) the outcome of the research is still the same because the p value is still well above p=0.5). Of course this situation would change and become interesting if we ever had a string of empirical studies in which one after the other went against conventional wisdom. Then each would reduce the a posteriori probability so that it began to approach and go below 0.5 as evidence came in. In the case of benches the possibility of serial empirical evidence ever overturning the obvious is almost inconceivable. Research here is worthless. It surely makes more sense to be running empirical studies in situations where conventional professional wisdom is either much lower and therefore where there is greater uncertainty, or in situations where there is genuine controversy.

A good example of the latter is the claim that natural environments bring health benefits such as reduced stress – probably assumed by landscape architects and the general public and evidenced by a few studies from one main source [15]; yet not believed by many scientists in medical research. This is where we need research! See worked examples in appendix.

It should be emphasised that when subjective probabilities are used within the Bayesian framework, the Bayesian version is not necessarily an accurate descriptive account of how people reason. For example experimental evidence shows that people are not naïve Bayesians and that prior probabilities are often not taken into account (although they should be) in the inferential process. [20] [21]. Nonetheless what is presented here is a normative view of how inferences might be made. Bayes offers a structure for partial belief by combining evidence and belief in a more flexible and less prescriptive way than conventional criteria. It also helps ground these beliefs with increased sensitivity to context and previous studies. The purpose of this section is to suggest Bayesian ideas as a practical and theoretical framework for research in complex areas of uncertainty which depend on skilled intuitive judgments. In these circumstances a Bayesian approach is a way of building an inferential knowledge base on a mix of evidence and subjective beliefs. Bayesian ideas may be a constructive way forward for interpreting research findings and for research development. The suggestion is not to return to prescriptive and mechanistic formulaic decisional models. Rather the role of the models is to bring personal insight by clarifying the relationship between different beliefs within the decisional process.

8. Concluding observations

The point of view presented here is that in the field of environmental design unnecessary empirical research is being funded and undertaken. The questionable value of this research is seen in its obvious conclusions. There are different reasons for this. One factor seems a lack of focus in the research questions and anticipated outcomes in drives for evidenced based policies; a second is the lack of integration and apparent tension between qualitative and quantitative research methods and conclusions. It is acknowledged that parallel and complementary qualitative and quantitative approaches are used by many research groups including our own. However ideas of integration even if desirable would seem unachievable.

In this paper an attempt is made to put the empirical side of environmental design research in a different theoretical context which is more useful to the relevant professionals and funding agendas. This context is a mix of anti-realist views of science (Bas van Fraassen) and attitudes to uncertainty and partial belief from the work of Thomas Bayes. It is argued that this offers the possibility of a more integrated treatment of qualitative and quantitative research than is currently the case. Indeed greater convergence between the two could be achieved if notions of partial belief were taken more seriously and applied in both research and design situations.

The views outlined would inform and clarify research findings, and avoid research into the blindingly obvious. In addition there is the possibility that these ideas could help students understand why the learning process takes the form it does as they progress through the necessary idiosyncrasies of design studios. Some of my scientific colleagues might think this is a recipe for chaos. My response would be that this is a pragmatic and transparent approach to bring about the possibility of both structure and integration (but not prescription) to this area of environmental design research.

In summary the present proposal is:
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to consider the implications for research and environmental design from the Bas van Fraassen approach of 'constructive empiricism'

b) To explore professional opinion (through Bayesian or alternative means) and only carry out empirical research in situations where there is evidence of professional opinion being polarised or uncertain.

c) To produce guidelines on how statistical significance levels might map onto design related consequences and actions

d) To explore whether the Bayesian approach helps structure alternative theoretical views in the discipline.
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Appendix

Some worked examples:

Landscape applications. Let us suppose I am interested in Ulrich’s [15] claims about the beneficial effects of viewing landscape scenes when recovering in hospital. Positive findings have been published but problems have been encountered over their replication, and we might suppose that scientists are divided over Ulrich’s and colleagues’ claims. Let us consider the problem from a Bayesian perspective.

a) Bayesian significance without conventional significance

Initially I estimate the priors. If I am genuinely agnostic or uncertain about the claim (and let us suppose the literature doesn’t support one view over another), I can set the two priors \( p(H_1) \) and \( p(-H_1) \) to 0.5 for the two-alternative case. The best way to see how the probabilities are combined is to set them out in Table 1.

The left column represents my main research question and its alternative.

In other words,

a) \( p(H_1/E_1) \) what is the probability of \( H_1 \) being true given evidence \( E_1 \) (i.e. the probability that landscape scenes do reduce stress, given the evidence in the Ulrich publication)
b) \( p(-H_1/E_1) \) what is the probability of \( H_1 \) being false given evidence \( E_1 \) (i.e. the probability that landscape scenes do not reduce stress, given the evidence in the Ulrich’s publication).

<table>
<thead>
<tr>
<th>Table 1 Elements for Bayesian Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research hypothesis, question or belief</td>
</tr>
<tr>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>a) ( p(H_1/E_1) )</td>
</tr>
<tr>
<td>b) ( p(-H_1/E_1) )</td>
</tr>
</tbody>
</table>

The second column gives my priors set at 0.5.

The third column gives

a) \( p(E_1/H_1) \) – what is the probability of getting evidence \( E_1 \) given \( H_1 \) is true (i.e. that there is evidence of reduced stress given the Ulrich hypothesis is true

b) \( p(E_1/-H_1) \) – what is the probability of getting evidence \( E_1 \) given \( H_1 \) is false (i.e. that there is evidence of reduced stress given the Ulrich hypothesis is false)

The fourth column provides illustrative values for the third column and reflects the likelihood of the evidence \( E_1 \) given \( H_1 \) was true, and below it if \( H_1 \) was false. Let us assume these values (from whatever source) are 0.9 and 0.3. This assumption might be based on the subjective judgment of one person, or on the collective judgment of several professionals, or on the outcome of a number of experimental studies.

From Bayes formula

\[
p(H_1/E_1) = \frac{(0.9 \times 0.5)((0.9 \times 0.5) + (0.3 \times 0.5))}{0.75}, \text{ and it follows that } p(-H_1/E_1) = 0.25.
\]

In other words, given my agnosticism and the evidence, the data has not enabled \( p(H/E) \) to reach conventional significance at 0.95. Nonetheless our belief in the outcome is 0.75 in favour of \( p(H/E) \) rather than 0.25 against and so we accept the claim of Ulrich against the alternative.

Furthermore, if someone else carries out research in this area the new priors become 0.75 and 0.25. In other words we are moving away from total agnosticism of 0.5 and 0.5 towards moderate support for the Ulrich claim. Of course if we wish we can set up intermediate categories from moderate acceptance to conviction where the latter coincides with conventional statistical criteria. Nonetheless the moderate acceptance category is a better logical combination of evidence and subjective belief than \( p = 0.05 \) or nothing!

If the generation of priors appears too uncertain in the brief above account, it is important to note that there are decisional techniques for the generation of subjective probabilities [9]

In the statistical section I suggested a modification to conventional inference with the introduction of ‘not proven’. Here I am offering a more radical and controversial combination for changing current practice.

b) Non significance for conventional and Bayesian analysis, with the same data and shift of priors

Suppose I am more skeptical about the claim before the Ulrich study and think there is only a 20% chance of it being true (i.e. I set the priors at 0.2 and 0.8). Then

\[
p(H_1/E_1) = \frac{(0.9 \times 0.2)}{(0.9 \times 0.2) + (0.3 \times 0.8)} = 0.42 \text{ with } p(-H_1/E_1) = 0.58.
\]

Now, under the same evidential data, my post study belief in Ulrich’s claim has strengthened from 0.2 up to 0.42. However belief in the alternative hypothesis while weakening from 80% to 58% is still stronger and so we remain skeptical and do not accept Ulrich’s claim. The Bayesian approach can easily be integrated into decisional frameworks. For example, using the Delphi technique [22], initial disagreement could be reduced so that a professional consensus view could be achieved. This could result in some form of knowledge base for the discipline for those issues which were more controversial. The good news as stated earlier is that convergence occurs fairly quickly, irrespective of initial prior values.